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Abstract—Perception tasks such as object classification and
segmentation are crucial to the operation of underwater robotics
missions like bathymetric surveys and infrastructure inspections.
Marine robots in these applications typically use a combination
of laser scanner, camera, and sonar sensors to generate images
and point clouds of the environment. Traditional perception
approaches often struggle to overcome water turbidity, light
attenuation, marine snow, and other harsh conditions of the
underwater world. Deep learning-based perception techniques
have proven capable of overcoming such difficulties, but are
often limited by the availability of relevant training data. In
this paper, we propose a framework that consists of procedural
creation of randomized underwater pipeline environment scenes,
the generation of corresponding point clouds with semantic
labels, and the training of a 3D segmentation network using the
synthetic data. The resulting segmentation network is analyzed on
real underwater point cloud data and compared with a traditional
baseline approach.

Index Terms—underwater robotics, 3D point cloud segmenta-
tion, deep learning perception, data simulation

I. INTRODUCTION

Underwater tasks such as bathymetric surveys, infrastructure
inspections, and maintenance of pipeline and cable networks
are crucial from a scientific, environmental, and economic
perspective. Common manual approaches to these tasks, such
as scuba diving or the use of a remotely operated vehicle
(ROV), often require specialized personnel, advanced schedul-
ing, and are labor, time, and cost intensive. By employing
autonomous underwater vehicles (AUVs), underwater tasks
may be completed in a timely manner with less reliance on
human interaction.

Marine robots in these types of tasks typically rely on
sensors to obtain information about the complex underwater
surroundings. Sensors such as laser scanners, depth cameras,
and sonar sensors are able to produce three-dimensional point
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clouds of the environment. Rich data from these sensors
enable the robot to accomplish perception tasks such as object
classification and segmentation that are crucial to the operation
of underwater missions. Traditional perception approaches,
some of which are detailed in Section 2, often struggle to
overcome water turbidity, light attenuation, marine snow, and
other harsh conditions of the underwater world.

Deep learning-based perception techniques have proven
capable of overcoming such environmental difficulties and
uncertainties, but are often limited by the availability of
relevant training data. Not only must a large amount of training
data be collected, but it must also be labeled for the appropriate
perception task. For example, in order for a 3D point cloud
semantic segmentation network to be trained successfully, the
training point clouds must be labeled to distinguish the object
classes of interest. A common approach to label such datasets
is to manually select the points and apply the associated labels
by using a graphical user interface (GUI). Such a manual task
is quite labor and time intensive, especially when repeated on
thousands of point clouds each containing millions of points.

In this paper, we propose a framework that consists of
the procedural creation of randomized underwater pipeline
environment scenes, the generation of corresponding point
clouds with semantic labels, and the training of a 3D seg-
mentation network using the synthetic data. A deep-learning
based solution for an underwater perception task may therefore
be achievable without requiring a large amount of real-world
training data.

Our primary contributions include:
1) A procedure for creating randomized underwater envi-

ronments with seafloors, pipelines, and boulders
2) A method for converting these randomized environments

into realistically-noisy, semantically-annotated 3D point
clouds

3) Training and evaluation of a deep learning framework
for segmenting both real and synthetic 3D point clouds
of underwater environments

4) Comparison of the deep network to a standard,
RANSAC-based approach

The remainder of the paper is organized as follows: Section
2 contains information on related works. An overview of the



real data and a detailed generation process for the synthetic
data is provided in Section 3. Section 4 discusses RANSAC-
based and deep learning-based pipeline segmentation pro-
cesses. Section 5 provides the results of applying the pipeline
segmentation processes on the real and synthetic data, while
Section 6 offers conclusions.

II. RELATED WORKS

A. Point Cloud Segmentation

Several surveys exist in the literature for 3D point cloud
segmentation (PCS), including [1], [2], and, most recently, [3].
As these surveys reveal, newer approaches for PCS tend to
rely primarily on deep learning. Still, classical approaches are
being developed and proving successful.

1) Classical Approaches: Most classical PCS is based on
edges, regions, models, or graphs. Edge-based techniques use
local surface features, such as normals and curvature, to
detect points where changes exceed some threshold. These
edge points then form boundaries that segment the cloud
into different regions [4]. Region-based techniques also use
local surface features, but instead rely on merging neighboring
points with similar features [5]. These techniques usually use
seed points for which neighborhoods are grown around with
similar features [6]. Model-based techniques attempt to fit
geometric primitives to groups of points in the clouds. The
two most familiar approaches – random sample consensus
(RANSAC) and Hough transforms (HT) – both rely on voting
procedures [7]. Graph-based techniques construct a graph
with vertices for cloud points and edges determined by some
proximity metric. For instance, in [8], a k-nearest neighbors is
used to construct the graph and min-cut [9] is used to partition
the graph. More details on the methods above are given in [10].

2) Deep Learning Approaches: Several recent surveys have
been published on DL for 3D point clouds ([11], [12], [13],
[14]). In particular, [15] is devoted solely to DL-based 3D
PCS, which can be broadly classified as direct and indirect
methods.

Indirect methods attempt to add structure to unstructured
point clouds so that 2D-like solutions can be applied. The
most common approaches involve multiview projection ([16],
[17], [18]) and voxelation ([19], [20], [21]).

Direct methods work directly on the unstructured 3D point
cloud by overcoming the difficulties of cloud sparsity, while
remaining invariant to geometric transformations and point or-
derings [22]. Such methods can be classified as point ordering,
multiscale, feature fusion, and graph CNNs [15].

Point ordering networks attempt to discover order and
regularity in unstructured clouds without resorting to the
projection and voxelation procedures discussed above ([23],
[24], [25]). Multiscale methods combine multiple levels of
detail to balance the inclusion of local features present at
small scales and the exclusion of irrelevant information found
at large scales ([26], [27], [28]. Feature fusion attempts to
fuse global and local features. ([29], [30], [31]). Finally, graph
CNNs (GCNNs) combine the capabilities of CNNs and the
efficient structure of graphs ([32], [33], [34], [35], [36]).

For more details about these deep learning solutions, includ-
ing their relative strengths and weaknesses, please see [15].

B. Previous Approaches for Pipeline Segmentation

Several previous attempts have been made specifically to
segment pipelines in point clouds. In [37], the standard 5D
Hough transform (HT) for cylinder fitting is reduced to a 2D
transform to determine the axis of a cylinder, followed by a 3D
transform to determine the position and radius of the cylinder.
This greatly increases the efficiency of HT for cylinder fitting,
as demonstrated on datasets from (above ground) industrial
sites. In [38], RANSAC and principal component analysis
(PCA) were used instead for cylinder matching. That work
continues by using line and spline segments to connect cylin-
ders into a continuous pipeline. Another approach to cylinder
extraction is given in [39]. In that paper, potential cylinder
points are determined from normal and curvature information.
Then, neighborhood points are considered as inlier points
to iteratively fit a cylinder. Such approaches would likely
perform poorly in the underwater scenarios considered is this
paper, where the ground is not assumed flat, the pipelines are
only partially visible, and the resulting point clouds are much
sparser and noisier.

A few attempts have even been made to segment underwater
pipelines. These include [40], which combines point features
and Bayesian estimation to segment pipe parts (valves, elbows,
sockets, etc.) from uncolored point clouds. However, their
procedure relies on RANSAC for removal of the planar
surfaces of their testing pool, leaving only the pipe in the
remaining point cloud. This pipe was also constructed from
straight segments with known diameter and other parts stored
in a database of partial CAD-based point clouds. In [41], a
stereo camera was used to construct 3D RGB point clouds
of underwater pipes, which were then segmented using the
PointNet architecture. In this paper, we perform a similar task
with much less information (no color channels or a priori
assumptions about pipe components or diameters) and with
a more modern deep learning framework.

C. Point Cloud Simulation

Because of the cost of acquiring real point clouds and the
need for such data for machine learning training purposes,
several solutions have been proposed for simulating and gen-
erating synthetic clouds. For instance, the Gazebo simulator
has been used to simulate point clouds generated by both
LIDAR [42] and sonar [43]. In [44], Gazebo was also used to
automatically segment point clouds for natural, above-ground
environments. To accomplish the same task free from the
Robot Operating System (ROS) ecosystem, the BLAINDER
add-on [45] can be used with the free and open-source 3D
computer graphics program Blender. This add-on is capable of
simulating point clouds from time-of-flight or depth sensors,
including both LIDAR and sonar. Several simulators built upon
game engines are also capable of generating synthetic point
clouds [46], including Sim4CV [47] and AirSim [48], which
are both built upon the Unreal engine. To the best of our



knowledge, our approach is the first to automatically generate
segmented point clouds for randomized underwater scenes.

III. DATA

Two datasets, one real and one synthetic, are used in the
training and evaluation of the semantic segmentation network.
An overview of the real-world data and its acquisition process
are is provided in Section 3.1. Section 3.2 describes the
generation procedure of the synthetic point cloud data with
semantic labels.

A. Real Data

A freshwater reservoir was used as a test bed to acquire
underwater point cloud data. The reservoir, with an approxi-
mate depth of 12 m and a flat, tarred bottom, contains a sunken
mock-up pipeline structure. The pipeline structure is organized
as an octagonal ring constructed from 8-in (219-mm) diameter
pipe, with the overall diameter of the ring being 40 m.

A remotely-operated platform is outfitted with an ixBlue
Phins C7 inertial navigation system (INS) and a Nortek
DVL500 Doppler velocity log (DVL) to provide positional
information. The platform additionally contains a downward-
pointing AlliedVision Manta G-235 camera with a Sony
IMX174 monochrome sensor. A laser line generator is situated
on the platform which projects straight lines downwards and
laterally onto planar surfaces.

A procedure as described in [49] is applied to the camera
image to extract the laser line as a two-dimensional profile.
The platform position estimate from the INS along with the
known, relative pose of the camera and laser, allow for the
compilation of consecutive 2D laser profiles into a 3D point
cloud. Fig. 1 further provides a visual example of how the 2D
laser profiles can be used to compose a 3D point cloud.

The dataset in this paper was obtained by navigating the
testing platform through a single loop around the pipe ring
structure at a height of 2.3 m above the pipeline center. The
resultant point cloud, containing approximately six million
points, is displayed in Fig. 2.

B. Synthetic Data

An overview of the framework used to generate randomized
synthetic data is shown in Fig. 3. At its core is the BLAINDER
add-on for Blender, consisting of plugins that automate the
generation of terrain meshes and semantically-annotated point
clouds. We developed additional plugins to randomly place
boulders of various sizes and another to create randomized
pipelines of various diameters, bend radii, flange sizes, and
burial depths. All of these parameters were saved within a
YAML configuration file, which also specified the spatial size
of each world, the number of worlds to be generated, and the
formatting of the exported data.

Since our primary interest is in segmenting pipelines in real
sonar point clouds, a key step in this process was the random-
ization of realistic terrains, pipelines, and boulder placements.
Fig. 4 shows a 2D view of a typical iteration, where a pipeline
is randomly started at an edge of the window, aimed toward the

Fig. 1. Point cloud construction: (A) a laser is projected downward onto the
seafloor and pipeline, (B) a raw camera image is collected, (C) a binary mask
is used to segment pixels corresponding to the laser profile, and (D) the 2D
laser profile, along with camera calibration info and the 3D position of the
camera, produce a 3D point cloud.

Fig. 2. CloudCompare screenshot of the manually-annotated test bed data
with seafloor in green, pipe in yellow, flanges in red, and noise in blue.

center. Then, based on relative probabilities (specified in the
configuration file), the next pipe segment (straight, bend, valve,
cathode-protected, etc.) is randomly selected and appended.
This is repeated until the pipeline exits the bounds of the
window. Next, flanges are added at each junction point of the
pipeline. Finally, boulders are randomly placed in the window
outside of some minimum distance from the pipeline.

With the 2D layout established, a Bezier curve is created for
the midline of the pipeline, a circular cross section is extruded
along this curve, and the result is converted into a pipeline
mesh. Then, flange meshes are duplicated along the length of
the pipeline, centered at each segment junction and normal
to the pipe midline. Another Blender add-on, called Another



Fig. 3. Framework for end-to-end procedure of generating randomized
worlds based on specifications given in a configuration file, exporting the
corresponding annotated point clouds, and then training and testing of the
neural network.

Fig. 4. Example of 2D prototyping with dots indicating the placement of
boulders and various colors representing different types of pipe segments.

Fig. 5. Example of a randomized Blender scene with seafloor, pipeline,
boulders, and sensor trajectory.

Fig. 6. CloudCompare screenshot of synthetic data with semantic labels.

Noise Texture (A.N.T.), is used to generate randomized terrain
and boulder meshes based on the specifications given in the
configuration file. Finally, the mesh is centered along the xy-
plane and the pipeline is shifted up or down depending on the
desired burial depth. A typical result is shown in Fig. 5.

Once the randomized terrain and pipeline are complete,
another curve is generated to represent the path of the sonar
sensor above the pipeline. With this done, the BLAINDER
add-on generates the point cloud that results from following
this curve with a sonar sensor configured with the desired
field of view, maximum range, angular resolution, and noise
type. Once this point cloud is generated, it is exported for
further analysis. Fig. 6 shows the resultant point cloud of Fig. 5
viewed in CloudCompare.

This process for generating labeled point cloud data was
repeated to produce 1500 scenes and their respective labeled
point clouds to be used in the training of a deep learning
segmentation network.

IV. METHODS

A RANSAC-based cylinder detection is to serve as a classi-
cal baseline approach for pipeline segmentation. The automatic
shape detection algorithm presented in [50] is implemented
in CloudCompare, an open-source GUI tool for point cloud



viewing and manipulation. First, a plane is fit to the data
with CloudCompare’s plane fit tool, based on a standard
least square fitting. Points from the point cloud are then
filtered based on their distance from the plane, with points
being within a 5 cm threshold being considered as ground
points. The remaining non-ground points are then used in the
RANSAC shape detection tool.

Parameters used in the cylinder detection include the fol-
lowing: 500 minimum support points per cylinder, a maximum
distance to cylinder of 0.02 m, sampling resolution of 0.02 m,
minimum cylinder radius of 0.08 m and maximum cylinder
radius of 0.13 m.

After applying this process, the fit cylinders are obtained
and matching points are considered to be associated with the
pipeline. The leftover points are assumed to belong to some
other class. An overview of this RANSAC-based approach is
detailed in Fig. 7.

Due to its strong performance on 3D point cloud seg-
mentation benchmarks such as ScanNet [51], the Minkowski
Engine [52] library is used for the deep learning approach. The
model applied in this paper is the Mink16UNet18, which is a
Residual U-Net convolutional neural network. Few changes
were made to the model for this specific application. The
original number of input channels for this model is six, due
to its use on RGB 3D point clouds. The input channels
were therefore reduced to three, to account of the lack of
color information in our data. In addition, the final layer was
updated to account for the four classes considered in this
paper: seafloor, pipe, flange, and other.

The Minkowski Engine library includes several functionali-
ties to automatically load, augment, and quantize the data for
training. For each training iteration, the data is augmented
with a rotational and translational offset. The bounds of
the rotational offsets were chosen to be ±5◦ about the x-
and y-axes, and ±180◦ about the z-axis. The translational
bounds were chosen to be ±20 cm along each axis. For the
quantization procedure, a voxel size of 5cm was used. The
Mink16Unet18 network was trained with a batch size of 4 for
100 epochs, after which the training was terminated due to a
notable convergence of the mean cross-entropy loss as shown
in Fig. 8. The remaining training parameters for this network
are unchanged from what is available in the Minkowski Engine
repositories.1

The resultant segmentation network from the training pro-
cess obtained an overall mean intersection over union (mIoU)
score of 87.4, with class intersection over union (IoU) scores
of 89.4, 99.6, 95.2, and 65.5 for none, seafloor, pipeline, and
flange classes, respectively.

V. EXPERIMENTAL RESULTS

The RANSAC cylinder process was executed a total of 10
different times on the test bed data in order to determine the
variation in the resulting segmentation accuracy metric. The
pipeline IoU scores for the RANSAC results were calculated.

1https://github.com/NVIDIA/MinkowskiEngine

Fig. 7. RANSAC cylinder detection process. (a) original test bed dataset
with manual labels for visualization, (b) plane fitting and ground point
extraction, (c) remaining points after ground point extraction, (d) fitted
cylinders, (e) corresponding points to cylinders, (f) final result with labels
for ground (blue), pipeline (green), and none (purple).

Fig. 8. Training loss versus training epoch.

The highest IoU score was found to be 0.907, the lowest
score to be 0.84, and the average score to be 0.87. Since
the RANSAC approach cannot segment the pipe flanges, the
flange IoU score is assumed to be 0 in determining the mIoU
score of 0.62. However, if the flange IoU score is instead to
be ignored, then the resultant mIoU is 0.93.

The trained Mink16Unet18 network was applied to the test
bed data and the IoU scores for the ground, pipeline, and flange
classes were calculated. These results, presented in Table I,
lead to an overall mIoU score of 0.68 for the trained network.
An exemplary visual comparison of the two approaches is
presented in Fig. 9.



TABLE I
SEGMENTATION COMPARISON

IoU ground pipeline flange mIoU

RANSAC 0.99 0.87 0 (N/A) 0.62 (0.93)
Mink16Unet18 0.95 0.86 0.23 0.68

Fig. 9. Results comparison of the RANSAC approach (top) and the trained
Mink16Unet18 (bottom) on real underwater point cloud data. The segmenta-
tion of the pipeline (yellow), ground (green), flange (red), and none classes
(blue) are shown.

VI. CONCLUSIONS

We have shown how synthetic underwater environments can
be procedurally generated and how semantically labeled point
clouds of these environments can be obtained. A modern 3D
point cloud segmentation network was trained with the syn-
thetic data and analyzed on data from a real-world underwater
test bed. The network was compared to a classical RANSAC
cylinder detection for pipeline detection. The presented results
show that the deep network was comparable to the RANSAC
approach and was able to additionally provide segmentation
of pipeline features such as flanges.

One of the most important benefits of the deep segmentation
network is its ability to be automated. Once trained, the
network can operate on data from environments with complex
landscapes, varied classes of interests, and a range of pipeline
diameters.

The RANSAC cylinder approach, however, requires a priori
knowledge of the environment such as pipeline diameters in
order for it succeed. Even with this a priori knowledge, the
tuning process for the RANSAC parameters presented here
required a time-intensive calibration. The real data set used in
this paper was a best-case scenario for the RANSAC, due to
the artificial reservoir with a flat bottom and fully exposed
pipeline. The test bed environment is quite different from
real situations with non-planar seabeds and partially buried
pipelines. In such a more realistic environment, even the
preliminary step of ground removal would be far from trivial
as it was in our RANSAC-based approach.
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